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Outline

⚫ Background (primer on I/O storage) and Research Problem

⚫ FPGA based DeLiBA frameworks and new DeLiBA-K framework

⚫ Hardware Evaluation and overall FPGA based speed-ups 

⚫ Conclusion and Future Work

Mainly following four:
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Background and Research Problem
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What is Multi-Queue (MQ) Linux Block I/O Layer

⚫

⚫ …

⚫ ….

⚫ ……

I/O stack , AI training I/O model, disks

as of now in 2024 HAMR disk at Seagate booth in SC 2024 
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A Formal Model of Block Device:

side-effecting communicating parallelism construct

ref:Peter T. Breuer

⚫ Two distinct sets

⚫ kernel (y1)

⚫ Disk (y2)

⚫ Linux OS expressed as a 

side-effecting communicating

parallel composite of

kernel core (OS) and driver
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Research Problem: I/O slow for AI Workload

• Problem 1: Programming APIs (first circle)
− Traditional read/write

Move the needle: FPGA        storage frameworks still operate 

with this I/O model. Need to address all 3

problems.

• Problem 2: Performance (second circle)
− Approx. 60%-90% of total execution time in kernel 

• Problem 3: Drivers mismatch with I/O layer (third circle)
− NVMe, SMR, ZNS, HAMR, MAMR,TDMR……..

Ripple down effect of monolithic block I/O model in Linux:
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FPGA based DeLiBA-K Framework 
addressing 3 performance problems
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DeLiBA Framework (Development of Linux

Block I/O Accelerators)

DeLiBA framework addressed three research problems incrementally by deploying 

data center 16nm FPGAs to accelerate I/O in distributed storage since year 2022:

• DeLiBA-1 (2022): userspace + block I/O on FPGA

Result: partially improved programming model (Problem 1) 

• DeLiBA-2 (2023): userspace + block I/O & network I/O on FPGA 

Result: partially improved performance (Problem 2) 

• DeLiBA-K (2024): kernel + improved and extended block I/O & network I/O on FPGA

Result:  addressed all three problems (Problem 1 + Problem 2 + Problem 3) and 

deployed in the research lab of industrial partner
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DeLiBA-1 (2022): userspace + block I/O on 

FPGA 
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DeLiBA-2 (2023): + network I/O on FPGA



2024-11-22 | Embedded Systems and Applications Group | TU Darmstadt, Germany | Babar Khan | H2RC 2024 | 11/32 

DeLiBA-K: kernel + improved block I/O and 
network I/O on Alveo U280 FPGA
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DeLiBA-K Framework three main 
architectural components 

⚫ First: io_uring

⚫ Second: new Linux kernel libraries and FPGA driver

⚫ Third: FPGA stack with in-network storage (replication and erasure  

coding accelerators)

Next we will discuss three main architectural components of DeLiBA-K
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DeLiBA-K: io_uring

⚫ works in DIRECT I/O

⚫ DOES NOT work in Buffered I/O

The only AIO in Linux is libaio, but…..

• DeLiBA-K implements the new AIO interface 

of mainline Linux kernel io_uring (first in 

version 5.1) I/O library.

⚫ 2 ring buffers: SQ and CQ

⚫ 2 ring pointers per ring: tail and head
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DeLiBA-K MQ (kernel library) and Unified Block I/O 
FPGA Driver

• DeLiBA-K MQ:

− changes in mainline Linux kernel

− bypass block I/O scheduler

− use MQ-block I/O layer

• DeLiBA-K UIFD:

− ZNS/SMR (NVMe zoned namespace 

and Shingled Magnetic Recording drivers)

− SR-IOV

− Ceph-RBD



2024-11-22 | Embedded Systems and Applications Group | TU Darmstadt, Germany | Babar Khan | H2RC 2024 | 16/32 

DeLiBA-K FPGA stack: Ceph I/O FPGA 

Accelerator

⚫ Replication

⚫ Erasure Coding

What is Ceph:  

It’s a software-defined distributed storage

Testbed:

Ceph’s 24/7 cluster in our chair with 

two modes of operation:
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In-network Erasure Coding (EC) FPGA 

Accelerator (RTL in Verilog)

EC RTL accelerator (Galois Field ALU unit)  
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In-network Replication FPGA Accelerator

(RTL in Verilog) 
Replication RTL accelerator 
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Dynamic Function Exchange (DFX) ~ Partial 
Reconfiguration

⚫ DeLiBA-K uses DFX through the Media 

Configuration Access Port (MCAP)

⚫ 1 Reconfiguration partition and 3

Reconfiguration modules on FPGA
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Hardware Evaluation on 16nm Alveo
U280 FPGA in R&D lab of industrial 
partner
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Evaluation on Hardware 

⚫ AMD EPYC Rome 7302P
16-core CPU with 264GB of memory,
attached by 10 Gb/s Ethernet to the Ceph
server. 

⚫ Xilinx Alveo U280 FPGA card attached to the client
host by PCIe Gen3 x16 and uses a system clock
of 250 MHz Xilinx  Alveo U280 FPGA   

Card at ESA Group 

Following Hardware setup:
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Evaluation Methodology and Metrics

⚫ Throughput, Latency, IOPS, FPGA Power and Resource Utilization

Metrics:

Methodology:

⚫ DeLiBA-K Replication vs previous DeLiba frameworks in replication mode

⚫ DeLiBA-K Erasure Coding vs previous DeLiba frameworks in EC mode 

Tools and benchmark suites:

⚫ Tools: fio, Vitis, Vivado report power, Vivado Power Analyis, AMD xbutil

⚫ Benchmark: OLAP, and some in-house benchmark suites from our industrial partner
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Final Hardware FPGA Evaluation in Ceph
replication mode – Throughput

Here: D1 (DeLiBA-1), D2 (DeLiBA-2), and D3 (DeLiBA-3)
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Final Hardware FPGA Evaluation in Ceph
Erasure Coding mode – Throughput

Here: D1 (DeLiBA-1), D2 (DeLiBA-2), and D3 (DeLiBA-3)
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Final Hardware FPGA based evaluation
Replication and Erasure Coding – I/O Latency
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Evaluation Hardware – FPGA Resource 
Utilization on 16nm FPGA Alveo
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Conclusion: Final Speedups on FPGA 

(throughput and latency)

⚫ Performance Gain (Speedups) throughput random-writes:

⚫ Random I/O: 3.45x (4KB) & 2.5x (8KB)

⚫ Sequential I/O: 2.38x (64KB) & 2x (128KB)

⚫ Performance gain in terms of low-latecy:

⚫ Random read I/O: 25% decrease

⚫ Random write I/O: 17% decrease
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Contemporary Ceph I/O Accelerators vs 

DeLiBA-K
⚫ Ceph Accepherator:

⚫ no publicly available benchmark numbers for 

Ceph Accepherator.

⚫ AMD Ceph DPU: no benchmark numbers

available
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Conclusion and Future Work

⚫ We will explain in detail the 

profiling and tracing framework

developed during DeLiBA-K

⚫ Erasure Coding on 

Versal AI Engines

Mainly following two future work:

Conclusion: 

• DeLiBA-K is being used by our

industrial partner as of now.

• First work to implement io_uring in

a FPGA framework.
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DeLiBA is open-source

⚫ DeLiBA is available at our ESA github: 

https://github.com/esa-tu-darmstadt/deliba

QR code for our DeLiBA repo
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THANKS FOR YOUR ATTENTION!
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