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H:E Processor Research Team,
proct Advanced AI Device Development Unit

Goal: Establish HPC & AI architectures suitable in Post-Moore Era

2020 2021 2022 2023 2024 A_ 2025 2026 2027
1 1 1 1 I~ 1 — 1 . i >
(" 1. Advancement of Fugaku W”/”\
6} v Research on Functional extension with FPGAs - |
QQ \ (FPGA cluster development, specialized hardware for HPC) General purpose
2. Exploration of new HPC & AI architectures computing and Al

v" Research on reconfigurable accelerator (e.g. CGRA)
v" Research on next-generation AI chip architecture

/" 3. Near-sensor processing / Scientific edge-computing
6}» v' FPGA-based processing for X-ray imaging detector (RIKEN Spring-8)

Spec|a| pu rpose \ v Data-compression hardware for edge-computing (ANL)
MEmmmwE [ 4 Backend of Fault-Tolerant Quantum Computers

o SO 6} v' Specialized hardware for quantum error correction
] | p QQ \ (Hardware algorithms, FPGA demo targeting RIKEN quantum device) /
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This Talk

e What should be used for Reconfigurable HPC, FPGA or CGRA?

e FPGA-based HPC

v ESSPER : Elastic and scalable FPGA-cluster system for high-performance
reconfigurable computing, as Prototype FPGA cluster for HPC

v FPGA-based decoder for gquantum error correction (in progress)

e CGRA (Coarse-grained reconfigurable array) for HPC

v RIKEN CGRA research
v Architectural exploration example for HPC workloads
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What Eats Power'? Communication Dominates Arithmetic
|

64-bit DP { n ] DRAM

e Data movement rather than computing 200 |} 256pd 160 Ra/we
v We should remove unnecessary data movement, T i 50051 g EFC
and make it shorter. 2 Kb SRAM

e Unsuitable architecture

resulting in low efficiency and scalability 28nm CMOS

v" von-Neumann architectures (CPU & GPU)
cannot efficiently scale due to

Source: NVIDIA |

Inefficient

> memory-bottlenecked structure; such as ° J | mechanisms

register files and LLC slices distributed over NoC for multiple cores ° Reg. file o

> Extra mechanisms consuming power just to increase IPC (memory element) g

such as out-of-order, branch predictor, thread scheduler ° Q

T

von 6 . h

e Recent semiconductor scaling cannot save it. Neumann C) c
v' Power improvement per generation is limited many-core ? mem-update

while it can still increase transistors per area : cycle  control cycle

““““““
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Custom Data-Flow Computing | ——

@ Xi Yi Z B
e Data-flow computing S A C
v Localized data-movement 2
v Lower pressure on memaory access =
with highly pipelined computing Datafl % F|O|W
by regular data streams ata- oW = out, controller
: : computing |
v" No extra mechanisms for non-computing
Inst. —
e Customization & reconfiguration o Ineffiggr
mechanisms
v Higher efficiency by specialization ° Reg. file g
v Programmability for various problems o memorye'eme”t 2
L von @y C) -
What technology is suitable to Neumann §
for custom data-flow computing? many-core o mem-update
. cycle control cycle
FPGA? .
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v' Research on Functional extension with FPGAs
(FPGA cluster development, specialized hardware for HPC)

[1. Advancement of Fugaku

Experimental FPGA Cluster
connected with Supercomputer Fugaku

@QREEE 7 Invited Talk, H2RC @ SC24 Nov 22, 2024



t Goal : Design & demonstrate a proof-of-concept FPGA cluster for HPC research J

e ESSPER : Elastic and scalable FPGA-cluster system Open-Access paper
for high-performance reconfigurable computing :

e Contributions
v Design concept of FPGA cluster for HPC

v Classification of FPGA cluster architectures

v Proposed system stack with software-bridged APIs

v  Implementation and evaluation for FPGA-based extension
of the world’s top-class supercomputer, Fugaku

@OREEE 8 Invited Talk, H2RC @ SC24 Nov 22, 2024



e latd Elastic and Scalable System for

Elastic and Scalable System

geesszl High-PErformance Reconfigurable Computing

e

Experimental prototype T ESE
for research on functional extension with FPGAs

Supercoputer Fugaku

Connected w/ 100m cables

Invited Talk, H2RC @ SC24 Nov 22, 2024



Architecture of ESSPER

v Productive customizability

» No OpenCL (not limit computing models)
» FPGA Shell & HLS/HDL programming,

System network

‘ Computing network (Tofu-D) where any hardware can be easily
| | | | implemented
Login node Fugaku Fugaku Fugaku coo Fugaku
node node node node
100m cables l coe l v Performance scalability
;- — N » FPGA Shell supporting
I — . .
] Host-FPGA brldgmg network : high-bandwidth and low-latency
| .
i | | network dedicated to FPGAs
! Manage FPGA | FPGA [N FPcA
] |
" node node node node !
|
! ' ! v Interoperabilit
i e Inter- FPGA network : P y
v for extension 1

N e oo ———-- / » Software-bridged driver and APIs
to access FPGAs remotely
through host-FPGA bridging network
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ESSFrEN :
Elastic and Scalable System SyStem DeS|g n

for High-Performance Re-
configurable Computing
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Hardware Organization of ESSPER

FPGA Shell
. EMIF 1][EMIF 2][EMIF 3][EMIF 4 ccip
Computing nodes of Supercomputer Fugaku | l' e ; ” 'l T Avorto '
|—| 10GBASE-SR 1000BASE-T Switch | for IPMI [Read DMA | | Write DMA | HLS Computing Core
Frontend Server [T T T T T 1 i Avalon-ST T
(fsarchitgate) § 3m FPGA Server #1 FPGA #1 | e ‘ T 4x4¢c?35bar |
: 100618 (fpgaservl) _ FPGA #2 = [Fem] [Foue|
CAD Server #1 | o £ ) usr_clk
c 2 = — 2 2o mrz__| ¢ ‘ Stream
. = 3 3m FPGA Server #2 FPGA #3 @ ssoyy PCFFO | [ DCFIFO | | compiting
s CAD Server #2 | » 100G B (fpgaserv2) I 0o |widthConv| [WidthConv | Core
s =) 8 FPGA #4 §= 37TMHz ¢ | 7 1 AFU
° } = g I e [SLir#1 | [ suii#z | —
= File Server - 3m EPGA Server #3 I FPGA #5 5
£ & | 100618 (fpgaserv3) FPGA #6 R -
- ARM Server #0 3m 2 QsFp2s|| &
w (armserv0) 100G IB = o . . cables %
2 = . ° . w 2 )
(4] ARM Server #1 3m . ° . 8 ,
9 (armserv1) 100G IB S =
- ARM Server #2 am 3m FPGA Server #8 A 4 -~
(armserv2) 100G IB k 1o0GIB (fpgaservs) A #16

/

10GBAS§T x10

R@nagemenl

/

Service servers

* CAD servers
» Storage server
* ARM servers

CPU - FPGA network

* 100G Infiniband
» Software-bridged driver
(R-OPAE)

\

FPGA cluster

* x86 host servers
* FPGA boards
* |Inter-FPGA network

FPGA Shell (SoC)

* AFU Shell design

* User HW modules can be
embedded for custom
computing.
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Two Types of Networks

Direct network

Indirect network

FPGA w][rre|[€

FPGA

Ethernet switches

¢ N $ N $ N

MAC MAC MAC

FPGA FPGA FPGA

MAC MAC MAC

FPGA FPGA FPGA

Characteristics

p2p-connection without switches,

typical: torus network

connection with switches,
typical: Ethernet

Switching circuit or packet (w/ on-chip router) packet
low latency, flexibility, small diameter,
Pros L : .
easy to use with simple HW easy adoption of cutting-edge
Cons large diameter, higher latency due to packet processing,

inflexibility in resource allocation

complex and difficult to use

Q
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FPGA Shells for Direct and Indirect Networks

Direct connection network (DCN) Indirect network (VCSN)
DDR4 Memories (19.2 GB/s x4)  PCle gen3 x16 (15.75 GBI/s) DDR4 Memories (19.2 GB/s x4)  PCle gen3 x16 (15.75 GB/s)
[EMIF 1|[EMIF 2|[EMIF 3|[EMIF 4] | CCIP | |EMIF 1 |[EMIF 2|[EMIF 3|{EMIF 4] | CCIP |

I I I I I Avalon-MM I I I I I Avalon-MM
! 3 v 1 1 t v t

Read DMA Write DMA HLS Computing Core Read DMA Write DMA HLS Computing Core
v AvalonsT 1 4 Avalon-ST

4x4 Crossbar | Crossbars
512-bit ' 4 | ry
it ¢ % v 1 | CycleCounter | i:ci;li:c:zl i:céliltciﬂ [ CycleCounter |
oo B B : TR T It
2o I IS | 1 Stream bc |[bc | [ Dbc |[ bc st
DC FIFO DC FIFO : ream

_— |WidthConv| |WidthConv | Core = e [wc |[wc | [we |[wc | Core L e i

z .y | v | 2560t 3 ¢ A A ¥ % A A& 220+ MHz
QSHP28 (12.5 GB/s\ 2)
- - Enc || Dec | | Enc || Dec
100G SerialLite3 [Enc][Dee] [Ene] [pec] 100G Ethernet
with flow [EthiP#1]| [EthiP#2] virtual circuit-
controller (FC) Qsing 125 GBM\L switching nw
Another FPGA board Another FPGA board 100G Ethernet SW 100G Ethernet SW
p QIII Tomohiro Ueno, Atsushi Koshiba, Kentaro Sano, "Virtual Circuit-Switching Network with Flexible Topology for High-Performance FPGA Cluster," Procs. of ASAP, pp.41-48, 2021.
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Elastic and Scalable System

priiiieivll  Joint Research Projects
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Projects with ESSPER (Selected) et

for High-Performance Re-

configurable Computing

On-going (Joint) Research Projects Design Space Exploration of CGRA (Riken) ReNA: Architecture for CNN Inference (Kumamoto U)

Hardware

ey FPGA emulator/overlay of coarse-grained
v Processor Team  CGRA

reconfigurable array (CGRA) for HPC

Transplant Inference processor ReNA developed
for edge ASIC to FPGA

¥ Kumamoto Univ AT Engine (ReNA) = v Processor Research Team, Riken R-CCS ¥ Laboratory of Prof. Tlida @ Kumamato U
F—hEEs =
v . .
System Software S Exploring design space of CGRA for ASIC « Achieve highly-scalable inference m o] { Poouins |
v RIKEN RPC for EPGAS » Various configurations available with multiple FPGAs EOOLNG,
» . with library modules such as FIFO, Mux, ALU P .
Tohoku Univ neoSYCL (on Fugaku) i » Extend the processor over FPGAS m: o il o
o v CGRA compl!er ) using inter-FPGA network PG ouer DN kernel
Applications (by Tokyo university) m e 11 v o] eBarran
¥ Univ of Tokyo Bayesian network analysis » Data-flow graph (DFG) of a loop kernel in OpenMP ¥ 64x64 systolic array m P il o [ o S
¥ Meiji Univ 3D FFT (presented later) » Place and route by nget\'c Algorithm » FMA x 642 = 8192 parallel g e | comar
v Processor Team  Fluid simulation > Benchmarking (Stencil, Convolution, FFT, etc.) » Convolution and all-to-all computations ol Sy
v Nagasaki Univ  Convex method ¥ Initial design completed ) :ptimTZEd by dedicated mappings _"—m—‘ =
¥ Hiroshima City U Breadth First Search of Graph - System Verilog ’ 7 Various models avallaple :
v P T Hardwired MNIST > Verified by RTL simulation o ) _ Architecture of ReNA
rocessor Team ar \ » Preparing for FPGA-based implementation 3 ¥ Initial implementation completed for single FPGA
¥ JAIST Sound rendering Al Engine, ReNA Mapping examples on CGRAs (16x16, 8x16) » Verilog HDL
37 CEA WS on Scl. Comput Accelerated on FPGAs July 7, 2022 38 CEA WS on Sci. Comput Accelerated on FPGAs July 7, 2022 39 CEA WS on Sci. Comput Accelerated on FPGAs July 7, 2022

Architecture for Convex Hull Generation (Nagasaki U) Specialized Hardware for BFS by HLS (Hiroshima city U) Task off-loading to FPGAs by own SYCL (Tohoku U)

T . rultibank ceelerator - .
Acceleration of Convex Hull Generation o BFS Accelerator HVGTA‘ Top- —_ ,:m’ neoSYCL : yet another SYCL implementation
with point clouds using multiple FPGAs o M gi?;z;imzf;'[ofo'ramgawa T at sade _":’mm v Laboratory of Prof. Takizawa @ Tohoku U
v Laboratory of Prof. Shibata @ Nagasaki U - B Y . I—' X
+ Applications of Convex Hull v Hybrid Graph Traversal Accelerator ®’ @) @ ¥ neoSYCL originally developed for NEC Vector Processor
» Delaunay diagram construction/area » Hybrid algerithm combining =t g8 3 ‘_ v SuppDr‘F FPGA and AFUShell of ESSPER
estimation/registration/image processing, &tc Top-down and Bottom-up searches @ @ @ @') column id (BOR) v Dynamic task scheduler
, etc. L L[| L
» Object collision detection v Implement by HLS, unvisited hodos  Bottom-up . v Tasks can be off-loaded from Fugaku to FPGAs.
» Approximation of moving objects and d trate and evaluate with FPGA .s R i - it
obstacles in path planning L . - i - - ey e
. 3 3 3z [ ¢ y .
» physics simulatar v Pipelining, latency hiding, efficient memory sub-system | |33 SYCL lf“"“& s e
. i _ » Pipelined BFS iz S - Source Code X wile g
» Real-time rendering of point clouds » Cache memory for adjacent-node data i L.lm_isusve ‘\\ LS caret
+ Pipelining for higher throughput » Multi-banked bitmaps for visited-node recard e e —> TOHGKY
and lower latency than GPUs » Effective use of memory access patterns specific in BFS — i cre2) [ Example of task
v Tnitial i : are 2 i i
Initial |mpl§mentat|on completed Graph500 Ranking (BFS as of Nov, 2021) —— _. prp—— o incl, o execution with
b Syst:em\lfer\\og. ‘ RANK I SRCTINE | S | S ‘ —i dats |_ (o) el o : Fugaku . cores and FPGA
» Comparison with Qhull software { 32 I ENIAD (FPGA) | 26 | 783.75 ‘ Specialized hardware for BFS NEC VE3 FPGA of AFUShell 0 woo  woor  mooc oo 000 20000
Architecture specialized accelerator “HyGTA” Execution time [msec]
40 CEA WS on Sci. Comput Accelerated on FPGAs for convex hull generation * r »E! 41 CEA WS on Sci. Comput Accelerated on FPGAs July 7, 2022 % :pi.!;E! 42 CEA WS on Sci. Comput Accelerated on FPGAs July 7, 2022
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Multi-FPGA Application using Direct Connection Network

e Steam computing of Fluid simulation with multiple FPGAs

v" Lattice Boltzmann method (LBM)
v Extended pipeline with ringed FPGASs

f 2 A f 5
- ! f1
10 words 2 words fU
y \
f0~8] arr] fa fe
lattice cell
Collision module | |Delay
{(CLM) unit
Delay
f_new[0~8] atr l unit

Translation module (TLM)

f tr[0~8] atr

inlet, outlet
pressures

Boundary module | -

(BDM) stream | Stream
Processing . <
] I (ElLeEmf:; computing

B core (SCC) FPGASs in aring
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Performance of 2D LBM with 100Gbps Ring NW

Computational performance (FLOPS) when processing about 2GB data

l Perf. [GFLOPS] I O performance [GFLOPS]  x clock freq [MHz] Freq [MHz]
20000 - 300
18000 17308.2
X X X X X — | eo
16000 X X X X X X X %X -
14000 ]
X X X XX - 200
12000 M
X X X X x 15.8 X X ‘B
10000 X X S - 150
X X - 8714.6) « ]
8000 1 m
6000 — i - 100
4000
2190.6 - 50
2000 1096.4 L
e e 24 [
=S NT 0 O ANOW OO =H AN O ANOWOORNRO=EHIANTO O ANOWOWORRO =N OANONWOWOWO = NSO OANORWOWO
X X X X =1 N T NN OIX X X X = NN OX X X X et NTINDNWND OX X X XN NN O X X X XN DN O
X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X
1FPGA 2 FPGAs 4 FPGAs 8 FPGAs 16 FPGAs
Rcm .
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Quantum Error Correction with FPGAs & MOONSHOT

e Fault-tolerant quantum computers (FTQC) using quantum error correction (QEC)
v Need to solve minimum-weight perfect matching (MWPM) problem
v Need to encode 1000 logical qubits using 1M physical qubits finally
v Scalability and low-latency (< 10us) are required.

e Goal Classical computers

v" Explore scalable QEC hardware algorithm and system

Interface with upper layer, control software
v" Demonstrate for proof-of-concept

Subject 3 : Interface and system architecture

- QEC decoder algorithms

- Design and
implementation of
specialized HW

- Evaluation env. for QEC

Subject 2 : FPGA cluster Subject 1 : Algorithm & HW

............................................................................................................................................................................................

RIKEN’s superconducting qubits Quantum-Classical Frontend Backend system for QEC

ﬁ%!!g 19 Invited Talk, H2RC @ SC24 Nov 22, 2024


https://www8.cao.go.jp/cstp/english/moonshot/top.html

Surface Code for Quantum Error Correction

@ Data X ancillary ® Zancillary

1 2 3 4 5 6 7 8 9 e Syndrome = 0 for even errors

2 oo

e Syndrome = 1 for odd errors

o o !
L
8 0 ofeie
@
9
Surface code with code distance of d =5 Parity measurement for data errors
(single logical qubit) (Same for X and Z, respectively)
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Surface Code for Quantum Error Correction

o o

A

Data qubits with errors Syndrome Measurement Decoding graph

om
aen RCCS 21

(What we know as syndrome)

How can we know where the errors exist ?

Invited Talk, H2RC @ SC24 Nov 22, 2024



Minimum-Weight Perfect Matching in Syndrome Graph

Minimum-weight Syndrome graph Decoding graph
perfect matching (MWPM) with weight per edge (What we know as syndrome)
(weight ~= Manhattan dist.)

@QREEE 22 Invited Talk, H2RC @ SC24 Nov 22, 2024



Decoding Results for Most likely Errors

Need to handle 3D lattice
for measurement errors.

Minimum-weight MWPM paths in Most likely errors
perfect matching (MWPM) Decoding graph of data qubits in the paths

ve QREEE 23 Invited Talk, H2RC @ SC24 Nov 22, 2024



Hardware Design for Syndrome Subgraph Decoder

Decoding graph

Syndrome graph

Syndrome subgraph

(3D lattice) ® ® ® ®
® @ o
Read-out Error Decoding Results \
® ® o
\
Stream in _ E.g., Blossom filter
syndrome —— - :
. _ eductign
bits 3D Systolic =>  Unit M;gﬁ'ﬂ
l;:f(érsn ; t Control Quantum Error Array :—> Unit ¥
— CIODSU Correction for subgraph
(QEC) Core generatlon _»/ l
Read
Write Syndrome - . / J
Buffer Quantum error correction core /
Boundary condition (North & South: Virtual Node) Mi ni.m e Weig ht
System on FPGA perfect matching
@QREEQ 24 Invited Talk, H2RC @ SC24 Nov 22, 2024



Lessons Learned with ESSPER OPen-As;:SZsr :

e FPGA-based reconfigurable computing works.

e Productivity is not high, especially for multiple FPGAs.

v" Even HLS requires know-how on optimization.
v Lack of debugging tool, and simulation environment.

e High scalability, but FP performance is lower than GPUs for major domain.

v" FPGA has higher overhead (area, power, freq) and lower memory bandwidth.
» Sometimes, FPGA’s resource balance doesn't fit requirement (e.q., insufficient on-chip RAM).

v Customization with FPGA can give better solution for some specific requirement:
» E.g., non-numerical & low-latency for quantum error correction

e Reconfigurable data-flow itself should be Okay, but
How can we make it a first-class citizen in HPC?

o RCCS 25 Invited Talk, H2RC @ SC24 Nov 22, 2024



v" Research on reconfigurable accelerator (e.g. CGRA)
v" Research on next-generation AI chip architecture

[2. Exploration of new HPC & AI architectures

Coarse-Grained Reconfigurable Array
for HPC (and AI)

Vo 9!!2 26 Invited Talk, H2RC @ SC24 Nov 22, 2024



Coarse-Grained
Reconfigurable Array (CGRA)

>

e Architecture for data-driven computing
v Composed of an array of processing elements (PEs),
where we map DFGs for computing
v Provide a word-level reconfigurability (e.g., 32-bit) Perform ance >
v' Higher energy efficiency than FPGAs (of bit-level)
v Performance close to ASIC-based accelerators

Energy Efficiency

Comparison with other architectures [1]

PE Array

e Application area of CGRAs
v" Traditionally, targeted for lower-power 5 |0utput$egister|

PE < PE [« PE < PE Data to neighbors/Data memory

>
embedded apps, e.g., image processing e || |PE[~|PE[~|PE[~|PE .
. . Al Al A4 A}
v Recently, expected for hi-performance deep-learning [= [[— ¥ ¥ Y meokEr / ALU
< | | | PE [ PE (=~ PE = PE i
e Questions < PcE° N PcE° - PcE' ] Pan /T SEL\ /Sﬁ T\

v" CGRAs also promising for HPC? ¢ , , ¢
v" What architecture/design decision required HPC?

[1] Liu, Leibo, et al. "A survey of coarse-grained reconfigurable architecture and design: Taxonomy, challenges, and applications." ACM Computing Surveys (CSUR) 52.6 (2019): 1-39.
p QIII [2] Takuya Kojima, et al., "Exploration Framework for Synthesizable CGRAs Targeting HPC: Initial Design and Evaluation," Procs. CGRA4HPC, May 30-June 3, 2022.

Vo RCCS 27 Invited Talk, H2RC @ SC24 Nov 22, 2024
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General structure of the CGRAs [2]



HPC Performance Requirement in Roofline Model

* Roofline model Martix/| |Data flow
v Peak performance available A rensor| | Reconf?
according to arithmetic intensity . —
v’ Memory-bound or - 100~ //Compute-bound
Compute-bound 2 . N
L 1of | SMsin GPUs
: ® |
e Steaming processor can cover = 1 |
= = E |
memory-bound applications. = | _
N ! High-end
= L !
e What architecture should o ol | CPUs
be applied to compute-bound? 001 | | | | R

v Higher compute density 0.001 001 01 0.2~05 1
v Higher performance per power Arithmetic intensity [Flop/Byte]

10

Roofline model for different performance characteristics
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Exploration of Trade-offs Between

General-Purpose and Specialized
Processing Elements in HPC-Oriented CGRA

Emanuele Del Sozzo, Xinyuan Wang, Boma Adhi,
Carlos Cortes, Jason Anderson, Kentaro Sano
(Presented at IPDPS'24)
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| |
RIKEN Baseline CGRA
'1,0 F r 2N\ 3,0
PE PE PE
. 0,0 1,0 2,0
e HPC-oriented CGRA 5 > = = .
i i . i LS « M o1t " r1 21 [¢ » L
with the following design philosophy L1 N X 31
: : : PE PE PE
v" Modular design for design space exploration o1 11 21
with various configuration and sizes <l TSE 15 B I
. . A 1 0217 1,2 2,21
v" Isolation between computation and memory access 1,2 R X 3,2
v Floating-point operation capability for HPC PEZ Plliz PEZ
. in[5 4 i
offset & command for exeg LS tile - _\ PE tlle out[5] g‘[ ] /r\l/ OUt[% in[4]
5 = FIFO=13 & \ out[1] in1] I/
o —Ppl|| FiFO store data - > —> &
S MM 3 —>E/ 5 §
- Address transaction g Imm | > FIFO > g .
8 generator for generator = _»_\ c =4 —>] in[2] SB out[0] —>
< 3-nested loops | address S 3 g <— out[2] in[0] |&—
5 3 FIFO—}‘B” ™1 3 8,910 =
a m =~ out[8,9,10 >| PE
%4 FIFO||| |- load data =~ / in(] >
=~ loop info control /I in[3] out[3] \
| Configuration register | Configuration register in[6] /out[4] /I\\l/ in[7] \ °utl7]
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Heterogeneity for HPC

e Extend CGRA with different types of PEs

v' Basic PE : Add, Sub, Mul, FMA
v Complex PE : Exp, Log, Sqrt, Div

v" Full PE All of them

™\ PEtile | T
g =il FFOF{3 | N e 5
& 3 = N\ ]
= n &
S —Pp| ™ ]
3 { FIFO p <
3 mm 1N =
a —P| — S
= g ...... o :
% 1) rolplz [T s (Sv_ ;
~ —

Ve

Configuration register ALU Of BaS|C PE
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Heterogeneity for HPC i |

e Extend CGRA with different types of PEs

| I

I I

I I

I I

| |

I |

I I

| |

v' Basic PE : Add, Sub, Mul, FMA ; :
v Complex PE : Exp, Log, Sqrt, Div i |
v Full PE All of them : :
| I

: I

"\ T I

) ALU InA —4 !

o |

N PE-tile E :

S —||| Fro 3 o | |

s Ang s | :

« - FIFO p < I |
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Chip Floorplans of Heterogeneous CGRA
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Larger Area for Basic PE in Cluster Floorplan

Lower utilization due to region constraint
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Summary

Hiring researchers,
Contact mel

Reconfigurable data-flow computing should be
promising for power-efficient HPC.

e FPGASs are suitable for domain-specific computing.
v ESSPER: FPGA cluster testbed
v Quantum error correction

e CGRA should be better for general HPC.
v RIKEN CGRA for HPC and AI
v' Need engineering work and compiler development

Future work
v ESSPER2 with Altera Agilex-M FPGA (mainly for Quantum research)
v" SoC design of CGRA for HPC and Al (preparation for future ASIC)
v' Have more collaboration!
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Thank you !
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