
PACT 2010 

HPC on a Reconfigurable Substrate 
with Machine Learning Support

Lizy K. John
Laboratory for Computer Architecture (LCA)
The University of Texas at Austin



2 11/24/2024

Thanks to University of Texas that gave me the chance to have colleagues such as 2019 
Nobel winner, Prof. John Goodenough and 2023 Turing award winner Bob Metcalfe.

2023 Turing 

Award Winner

Bob Metcalfe

2019 Nobel Winner 

John Goodenough

2



3LCA research was supported in part by 
Semiconductor Research Corporation (SRC) Tasks 3015.001 and 3148.001, 

National Science Foundation (NSF) Grant #2326894, 
and NVIDIA Applied Research Accelerator Program Grant.



HPC and Reconfigurable Substrates have 

Changed a lot since 1990s

Arrival of FPGAs

FPGA Based Reconfigurable Computing
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1993



Instruction Set Metamorphosis with FPGAs

▪ IEEE Computer 

Magazine, March 1993

6



7

IEEE Computer 

Magazine, March 1993



PRISM (Athanas, 1993 March)
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Sequence Comparison using SPLASH 

(Gokhale, 1991)
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FPGA Evolution

Sea of CLBs

Block RAMs

Embedded CPUs

DSP Slices (Sea of MACs)

ML Specific FPGAs (Xilinx Versal, Intel TensorBlocks)



Architectures for FPGAs 
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AI is the new HPC

AI is taking over as the primary technology used to tackle 
complex computational problems

AI is becoming the key tool for performing complex 
simulations and data analysis 

Impressive ability to handle large datasets and intricate 
models.

HPC has changed too



GPT3 Model Parameters and Multiplications
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GEMM has been the bread and butter of HPC 

HPC done via AI

HPC done in conjunction with AI 

Whether HPC or AI, 

All roads lead to GEMM

All roads lead to GEMM



Programmable Matrix Accelerators – Tensor Cores 
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• Average speed-up on FP16 Tensor Cores 
compared to FP32 CUDA Cores:

• GEMM:  7.69× (hmma.1688), 9.14x 
(hmma.16816)

• GEMV: 7.82× (hmma.1688), 8.96x 
(hmma.16816) 

• Conv2D: 6.99× (hmma.1688) 



Reshaping Matrix Accelerators to do other Functions
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• In general, FIR and ElWiseAdd see 
performance degradation on Tensor Cores 
despite transformation.

• By default, they cannot run on Tensor Cores.

• Average speed-up on FP16 Tensor Cores 
compared to FP32 CUDA Cores:

• FIR:  0.30× (reshaped GEMV), 0.01x 
(implicit GEMV)

• ElWiseAdd: 0.25×



General goal – Higher performance and Lower energy

Arora et al., Tensor Slices to the Rescue: Supercharging ML Acceleration on FPGAs, 

FPGA 2021 

Tensor Slices: Hardening ML Specific Blocks
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Compute Throughput and Frequency Improvement

Higher is better

Precision=int8
3.5x

1.6x

Higher is 

better

Percent of area converted to tensor slices

Not extra area 

For mac operation

1.9xTakeaway: An FPGA with Tensor Slices can achieve significantly high compute 

throughput and frequency for DL benchmarks, compared to a commercial FPGA.
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Area and Routing Wirelength Reduction

Lower is 

better

52%52%

Lower is 

better

Takeaway: An FPGA with Tensor Slices can achieve a fraction of area and routing 

wirelength for DL benchmarks, compared to a commercial FPGA.
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Tensor Slices: Non-ML Benchmarks do not slowdown

First 7 bars are for non-ML Benchmarks 

Next 6 are for ML benchmarks

Last 2 bars are averages.

Last bar is average for ML
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Higher is better
Lower is better



Intelligent Compute Fabrics: Supercharging ML 

Acceleration on FPGAs – Compute-RAM Slices

Compute in 

RAMs

Tensor 

Slices



Compute Throughput Improvement

3.8% area overhead at the 

chip level

Higher is better

2x

1.7x

Takeaway: An FPGA with CoMeFa RAMs can achieve significant improvement in 

compute throughput at a very low cost.

For mac operation
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Speedup and Energy Reduction

Lower is better

47%

Higher is better

2.6

x

Takeaway: An FPGA with CoMeFa RAMs can speed up benchmarks, while 

reducing energy consumption, compared to a commercial FPGA.
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Era of Chiplets



2.5D and 3D Chiplets



DNNs in Extreme Throughput Applications

How do we mix DNNs into extreme-throughput applications?

• Need DNNs running at 100Ms of FPS, sub-microsecond latency

LogicNets (Umuroglu et al., 2020)

Slide from LogicNets presentation from AMD/Xilinx



LogicNets
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• LogicNets (Umuroglu et al., 2020):

• Trains sparse DNNs with binary inputs and activations.

•  After training: converts neurons into LUTs by going through all possible IO 

combinations. 



LogicNets
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• LogicNets (Umuroglu et al., 2020):

• Trains sparse DNNs with binary inputs and activations.

•  After training: converts neurons into LUTs by going through all possible IO 

combinations. 



DWNs
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● Differentiable Weightless Neural Networks (DWN) (ICML 2024)



Reconfigurable Chiplets

What should be on the reconfigurable chiplet?

CLB Chiplets

Neural Network Chiplets

DSP Chiplets

Memory Chiplets

Reconfigurable Tensor Cores (V*V, M*V, M*M)

AI Chiplets (TensorSlices, PIMs)



Thoughts on Reconfigurable Chiplets

Memory-Heavy Chiplet Configurations

Compute-Heavy Chiplet Configurations

Fine-Grain Reconfiguration (High Overhead)

Coarse-Grain Reconfiguration (Medium Overhead)

Large-Grain Reconfiguration (Small Overhead)



It’s all about the granularity



It’s all about the interconnect



It’s all about the scale



It’s all about the mapping of applications to 

the heterogeneous reconfigurable 

substrate
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Importance of Mapping for

HPC on Reconfigurable Heterogeneous Substrate



It’s all about the ability to model and evaluate



Chips and Chiplets for AI and ML and HPC

Chips will mix chiplets of CPUs, GPUs, FPGA-like 

blocks, ASIC-like blocks, HBMs, etc.

High Throughput, Low Power, Low Latency
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Summary

Reconfigurable Large Scale Substrates for AI and ML and 

HPC seem viable

It will be all about the granularity

It will be all about the overheads of reconfiguration

It will be all about the interconnect

It will be all about the mapping

It will be all about the ability to model and evaluate



Hope we will make computing more energy efficient

▪ Energy efficiency: the brain is about 

500,000 x more energy efficient than an 

Nvidia P100 GPU (ISCA 2017)

▪ 13,000 x more energy efficient than 

H100

[Source: Yoshua Bengio, ISCA TIML 2017]



BPOE 2014

Thank You! Questions?

Laboratory for Computer Architecture (LCA)
The University of Texas at Austin

lca.ece.utexas.edu
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