Performance and Energy Efficiency Analysis of a Reverse Time Migration Design on FPGA
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Abstract—Reverse time migration (RTM) modeling is a computationally and data intensive component in the seismic processing workflow of oil and gas exploration. Therefore, the computational kernels of the RTM algorithms need to access a large range of memory locations. However, most of these accesses result in cache misses, degrading the overall system performance. GPU and FPGA are the two endpoints in the spectrum of acceleration platforms, since both can achieve better performance in comparison to CPU on several high-performance applications. Recent literature highlights FPGA better energy efficiency when compared to GPU. The present work proposes a FPGA accelerated platform prototype targeting the computation of the RTM algorithm on an HPC environment. Experimental results highlight that speedups of 112x can be achieved, when compared to a sequential execution on CPU. When compared to a GPU, the energy consumption has been reduced up to 55%.
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I. INTRODUCTION

Reconfigurable systems are becoming a key component in heterogeneous high-performance computing systems. Reconfiguration increases the computing flexibility for a given algorithm, allowing for different solutions to be deployed and tested on-the-fly. This ability is specially useful for systems that require a combination of high processing power with remote reconfiguration at circuit level.

Reconfigurable systems normally use highly flexible computing fabric, usually Field-Programmable Gate Arrays (FPGA). Nowadays, FPGA devices are adopted in a wide spectrum of applications, ranging from consumer electronics to critical systems such as vehicle automation or mobile network base station transceivers [1], [2]. More recently, FPGAs are being embedded into HCPC cluster nodes starting a new revolution in high performance and cloud computing [3].

Seismic imaging algorithms for oil exploration, such as Reverse Time Migration (RTM), are a time consuming and memory bound class of application that usually demand large amounts of computational power. As the easy-to-exploit reserves are depleted, more accurate imaging methods are increasingly relevant in order to achieve better picture of the seabed complex, allowing for proper planning and efficient exploration of new reserves on complex geological surfaces.

Although current computing capabilities meet the requirements for RTM and Full Wave Inversion (FWI) algorithms on production environments, the cost of processing large amounts of data is high and must be taken into account. Efforts targeting the reduction of these costs by using different acceleration strategies are needed. Since the RTM algorithm uses Finite Differences (FD) method, any advancement in accelerating FD kernels may reduce design time of third-party solutions.

In the last decade, GPU devices have been widely used as the main alternative for acceleration in supercomputer environments [4], [5]. They can be categorized as loosely coupled accelerators as they are commonly attached to the host system through PCIe interfaces. System designs targeting GPUs are extremely flexible, when compared to HDL-based ones used for FPGAs. Modern frameworks, such as CUDA and OpenCL, provide high-level hardware abstraction layers that allow developers to implement solutions using C-like languages, while also hiding low-level implementation details.

Recent studies highlight that, in order to develop faster and more energy-efficient architectures, algorithmic evaluation should focus on optimized memory organization, set of operators, and interconnection topology [6]. Modern FPGA devices provide higher performance for dedicated application-specific circuits as well as hardware reconfiguration, providing design adaptability towards new features when needed. The use of FPGA-based hardware accelerators in critical HPC applications has shown promising results [7], [8]. Recent works highlight not only how fast they are, but also its reduced cost and better energy efficiency when compared to CPU/GPU counterparts [9]. Despite of this, FPGAs are still not the main hardware acceleration method used in these applications. The FPGA design flow requires modeling, simulating, debugging and synthesizing a processing architecture. Unlike other general processing units design flow, FPGA designs require specialized skills to deal with synchronization problems and bit-wise operations, among others hardware issues.

The present work describes the development and validation of a HPC FPGA acceleration platform for RTM. The system is a hardware/software co-design that provides an scalable model for seismic imaging on HPC environments. The main goal of this paper is to provide information about the accelerator ar-
chitecture considering the computational challenges in seismic imaging for oil exploration. We use a custom structure for 2-D RTM computation, which optimizes memory bandwidth and explores the FPGA through a pipelined architecture. Our design provides a high performance and energy efficient alternative for accelerating seismic imaging processes through a combination of state of art RTM techniques [10], [11] and hardware-oriented optimizations [12], [13], [14]. The hardware prototype was developed for evaluation using an Intel Arria 10 GX FPGA Development Kit attached to an HPC node equipped with two Intel Xeon Gold 6148.

II. REVERSE TIME MIGRATION

Reverse Time Migration is a computationally intensive component in the seismic processing workflow of oil and gas exploration, posing several computational challenges such as high bandwidth and large storage requirements. Traditional RTM algorithms demand the manipulation of a large amount of data in both memory and disks. Therefore, the computational kernels of an RTM algorithm need to access a large range of memory locations for each point being calculated. Most memory access attempts result in cache misses which degrades the overall system performance. To overcome such high demand for memory access in FPGA acceleration platforms, both architectural and algorithmic optimizations are necessary for better performance results.

The RTM algorithms was initially introduced as a migration method that uses the full wave equation. In the specific case of reverse time extrapolation, the seismogram is used as contour condition in the geologic model surface. The conventional RTM algorithm has three steps for each shot: (1) forward time extrapolation of the source wavefield $P_s(z, x, t)$; (2) backward time extrapolation of the receiver wavefield $P_r(z, x, t)$, where the shot seismogram is injected in the receiver positions; and (3) assessment of the image condition that shows where the reflections occurred.

The forward time extrapolation wavefield is defined by the finite-difference method presented in Eq. 1.

$$\begin{align*}
P^{n+1}_{i,j} - 2P^n_{i,j} + P^{n-1}_{i,j} &= \frac{\Delta t^2}{c^2} D_k(P^n_{i,j}) + f^n(z_s, x_s) \\
P^{n+1}_{i,j} &= 2P^n_{i,j} - P^{n-1}_{i,j} + c^2\Delta t^2 D_k(P^n_{i,j}) + f^n(z_s, x_s)
\end{align*}$$

The receiver wavefield $P_r(z, x, t)$ is extrapolated by applying the Eq. 1, but backward in time, as depicted in Eq. 2.

$$P^{n-1}_{i,j} = 2P^n_{i,j} - P^{n+1}_{i,j} + c^2\Delta t^2 D_k(P^n_{i,j}) + f^n(z_r, x_r)$$

where $f^n(z_r, x_r) = S_r d_{obs}^k$, and with $d_{obs}^k$ the k-th shot and $S_r$ is an operator that inserts the seismogram line at the receiver positions. The seismogram is inserted, slice by slice, at the surface, from time equal to record length to time zero.

For every shot, the resulting image is usually built by cross-correlation of the imaging condition, as depicted in Eq. 3

$$I_s(z, x) = \sum_{t=0}^{T} P_s(z, x, t)P_r(z, x, t)$$

The final image is the sum of the images of all shots (Eq. 4).

$$I_s(z, x) = \sum_{s=1}^{n_s} I_s(z, x)$$

Fields $P_s$ and $P_r$, ranging from $t = T$ to $t = 0$, have maximum cross-correlation in the reflectors positions. Therefore, Eq. 3 is solved during the $P_s$ extrapolation. Different strategies may be used in order to obtain $P_r$ wavefield, some of them are discussed in [15]. Thus, one can store all time levels of the source wavefield $P_s$, and access them as needed during the backwards loop. This is perhaps the most intuitive solution – it requires only one forward modeling, but for large problems the required storage is such that it does not fit into the memory of typical modern computers (even with domain decomposition) and disk I/O operations become necessary. It is also possible to store every n-th step of the time history (thereby taking advantage of the time oversampling in the simulation) and estimate intermediate time levels by interpolation as needed during the backwards recursion. The associated computational cost is slightly higher than that of the previous case due to the interpolation, but the scheme results in a n-fold reduction in memory occupation. Further reduction in memory requirements can be obtained by compressing the records. Such a methodology is presented by the checkpoint technique proposed in [16].

The saving boundary technique stores the source wavefield $P_s$ only in the model boundary for all time levels and then computes the wavefield at the points inside the mesh using the values saved from the edges as boundary conditions [17]. This technique requires to solve three modeling problems (two for source and one for receiver wavefield) to migrate each shot. Therefore, [10] presents an alternative based on non-coherent correlation of random events. In such an approach, the source propagation is done with wavefield that encounters the model boundary region pseudo-randomized. The forward propagation is done up to the maximum time by saving only the last two snapshots, and then the source wavefield is reverse-time extrapolated simultaneously with the wavefield of the receivers with Eq. 2. This method greatly reduces the memory requirements. Both in the forward and in the reverse propagation, the boundary region of the model are generated at each moment of time for the source wavefield. These boundaries conditions are used to propagate the source in RTM both forward and backwards. The distorted wavefield correlates poorly with the receiver wavefield, minimizing boundary artifacts [10].

A method based in two different boundary conditions is proposed in [14], which use an absorbing boundary condition on the upper boundary, to reconstruct the shot wavefield. Such new schemes could thus solve the free surface boundary problem and would not demand much memory. Both techniques presented by [10] and [14] present promising solution regarding reducing the memory demand of RTM algorithms. The hardware aspects of such implementations are discussed in the following section.
A. Hardware Implementation Aspects

The most significant effort toward hardware acceleration of RTM algorithm optimization is reducing the storage requirements. Towards this, the RTM models proposed in [10], [14] indicate the realization of the both reverse propagation using the final snapshot and random boundary as the most suited methodologies in order to reduce such storage requirements. The random boundary fundamentals are based on one copy of the source and receiver wavefields. Since only one copy of the source and receiver wavefields need to be stored into a memory system, such a technique becomes suitable for encapsulating the entire RTM computation into a single FPGA accelerator instance. This is particularly desirable to avoid external communication when processing a single shot and increase accelerator performance by scaling its computation.

The main disadvantage of random boundary lies in the need for the Free Surface Boundary Condition (FSBC), since the Random Boundary Condition (RBC) induces severe noise along the imaging profile at the surface boundary. FSBC is also harmful since the reflections from the surface will generate imaging illusions.

The method presented in [14] proposes a novel boundary condition to reconstruct the shot wavefield called Hybrid Boundary Condition (HBC), which adds an absorbing boundary condition to the upper boundary. The proposed scheme aims to solve the free surface boundary problem without increasing memory storage requirements. This hybrid methodology requires saving the upper boundary of the source wavefield such as the work presented in [15] which proposed saving all boundaries. The saving boundary technique stores only \(d/2\) layers of data at every surrounding boundary, where \(d\) is the order of the finite-difference scheme. Additionally, by saving layers of the upper side, it is possible to decrease the computational cost, and this can reduce the overall complexity of its hardware implementation. In order to provide a comparison between RBC and HBC, Table I shows the storage requirements for three synthetic models for both methods against the conventional method, which saves all fields.

<table>
<thead>
<tr>
<th>Model</th>
<th>Conventional</th>
<th>Random Boundary</th>
<th>Hybrid Boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marmousi</td>
<td>64.4 GB</td>
<td>0.05 GB</td>
<td>0.40 GB</td>
</tr>
<tr>
<td>Sigbee</td>
<td>143.2 GB</td>
<td>0.12 GB</td>
<td>0.47 GB</td>
</tr>
<tr>
<td>Pluto</td>
<td>311.4 GB</td>
<td>0.25 GB</td>
<td>1.04 GB</td>
</tr>
</tbody>
</table>

Experimental results also show the effectiveness of the HBC to obtain good images of structures at subsurface, as well as the decrease of random noise present in the final results [14] when compared against the RBC. Therefore, the HBC with random and saving boundary was defined as our system methodology implementation model.

A multiple stencil operator and multiple time step hardware implementation strategy is proposed in [18]. The authors employ a deep pipelined approach over successive iterations to achieve linear scalability for multiple devices with constant memory bandwidth. Therefore, the hardware structure presented in [18] is used to specify the proposed micro-architecture design. Such a scalable structure is presented in Figure 1. The PSM (Pipelined Stage Module) is responsible for processing one time step. Each PSM receives a previous time step data from the previous PSM as well as forwards the processed data to the next PSM. This structure allows for less external memory access since the pressure wavefields \(P_0\) and \(P_1\) needed to calculate \(P_2\) are produced inside the PSM.

The structure presented in Figure 1 is used for the stencil computation. However, the RTM computation requires extra steps which have to access the external memory in order to load data which cannot be generated internally as well as store intermediary results. Thus, a custom hardware structure is herein proposed taking into account the memory bandwidth limitations. Such a structure is organized in two steps: (i) store the data from the latest PSM into the external memory; and (ii) read and pass through the stored data to the first PSM. This operation is performed until the last time step computation.

Each PSM module is capable of handling more than one type of RTM model. Hence, the proposed architecture considers programmable micro-operations through domain-specific programmability by using hardware and software layers. The PSM structure is composed of several Processing Elements (PEs) responsible for the actual RTM computation. The instructions stored in a programmable memory are responsible for conduct the operations performed inside the PEs. Furthermore, each PE is allocated to a configurable set of grid points.

The structure depicted in Figure 1 is composed of separated instruction and data memories, and a control module responsible for managing the communication between the PSMs and internal memories. The instruction memory keeps track of the instructions which will execute through the PSMs. On the other hand, the data memory is used as a cache from the external memory point of view, being a shared data memory between the PSMs.

Several implementations present in the literature proposes the use of custom numeric representations in order to achieve a better performance when computing the RTM on FPGA devices [19], [20], [21], [22]. Reducing the precision (bit width) has shown to greatly decrease the area costs and optimize the I/O bandwidth. However, it should be emphasized that a change in the numerical representation pattern requires
a detailed study of the target algorithm as well as the data characterization [23]. The proposed design implementation uses a 24-bit fixed-point representation in order to manage the internal processing operations. Herein, the fixed-point representation is used in order to optimize the memory bandwidth on FPGA device.

III. DESIGN ARCHITECTURE

The reference application for the RTM method was designed using C language for both migration and modeling steps. The algorithm was designed from the Hybrid Boundary Condition [14] methodology since this strategy better fits the hardware needs without losing quality in final results. The workload and data structures management were built to be easily adapted to other processing units, such as FPGA and GPU, and to use different levels and methodologies to explore parallelism. It has been used the open source Seismic Unix utility, supported by the Center for Wave Phenomena (CWP) which provides a standard environment for seismic applications.

The proposed acceleration solution has two components: an FPGA Accelerated Functional Unit kernel (RTM FPGA IP-core) and a host user application (RTM Host Application). The following sections present the base model intended to running in software/IP-core co-design, including mechanisms to provide an effective FPGA resource/functionality exploitation in order to achieve better performance and mitigate computational challenges of the RTM algorithm.

A. RTM FPGA IP-core

The system prototype is composed of a computing node with two multi-core Intel Gold 6148 processors and an Intel Arria 10 GX FPGA Development Kit board. The system component set, presented in Figure 2, is composed by the RTM Core, an Avalon-MM Interconnection Fabric embedded with its standard components, an External DDR4 Memory Controller, and a PCIe controller. The Avalon-MM Interconnection Fabric has been used to provide a unified interface for the different IP-cores presented in Figure 2, besides their standard control and interface cores. The PCIe controller and PCIe interface components are responsible for providing the PCIe functionality, allowing the communication between the FPGA and the host computer. The DDR4 controller and DDR4 interface provide the necessary resources for the communication between the Intel Arria 10 GX FPGA Development Kit and the DDR4 external memory. The interface IP-cores depicted in Figure 2 were obtained through Intel IP database. The RTM core component represents the main result of this project by the hardware implementation of the hybrid boundary RTM functionality. Finally, the interface between the IP-cores has been implemented by the Intel FPGA Platform Designer.

The Figure 3 presents an overview of the RTM IP-core components designed in the present HDL code. It highlights the main components of the accelerated platform. The RTM core corresponds to the implementation of the RTM processing element on the target FPGA device. This core is composed by three functional components: (1) a Main Control System; (2) the Scalable Streaming Array (SSA) of Pipelined Stage Modules (PSM); and (3) a Cross-correlation mechanism.

The SSA is responsible for processing the time steps of the stencil computation. Each PSM subcomponent receives a previous time step data from the previous PSM, and forwards the processed data to the next PSM. The cross-correlation mechanism performs the computation needed to assess the resulting image quality. Such computation is based in a cross-correlation of the source and receiver wavefields based in reflectors located in the correlated subsurface.
of the main control system to start their operation by reading the memory data. This data is later stored into several internal I/O data buffers and sent to the PSM units inside the SSA and the cross-correlation components. At the same time, when a PSM or cross-correlation module need to write their data into the device memory, the I/O data buffers provide a mechanism for data to be written and to be sent to memory after that.

The SSA processing core is the main processing unit of the RTM Core, responsible for performing the time steps of the stencil computation. Such a processing is accomplished through several consecutive PSM, which compute the forward and backward propagation as well as the image reconstruction of the RTM algorithm. When operating in forward propagation mode, the SSA module can process up to \( N \) time steps, where \( N \) is the number of PSM units, starting with the time step \( T = t + 2 \). By processing the time steps from \( t + 2 \) to \( t + 2 + N - 1 \) in a pipeline fashion, the PSM module calculates \( t + 2 + N \). After the computation of the source wavefield time steps, the data values for \( T = t + 2 + N \) and \( T = t + 2 + N + 1 \) are stored into the platform memory, in order to calculate the following time steps starting from \( T = t + 2 + N + 2 \) and calculating the following time steps up to \( t + 2 + N + 2 + N - 1 \), until the SSA module finishes the calculation of all time steps. In the reverse propagation, the PSM units are divided into two groups of \( N/2 \). The PSM units ranging from 0 to \( (N/2 - 1) \) are responsible for calculating the reverse propagation and the PSM units ranging from \( N/2 \) to \( N - 1 \) are responsible for the reconstruction of the propagated signal. The results of such calculations are forwarded to the correlation module for the image condition evaluation process.

The cross-correlation core performs the computation needed to asset the resulting image quality. Such a computation is carried out by the cross-correlation of the source and receiver wavefields based in reflectors located on the subsurface. The RTM is based on the computation of a full wave equation and uses the condition of cross-correlation image. Such an image condition establishes that reflectors are located at points in the subsurface where the wavefield of the source coincides in time and space with the receiver wavefield. Thus, the source wavefield is propagated, the receiver field is reverse-time extrapolated, and the cross-correlation between these fields is calculated. At the points where the fields coincide, the image condition will be a non-zero indicating the presence of a reflector in that position. The correlation module is responsible for the cross-correlation of the image condition. The correlation process is defined by the Equation 5 in each shot.

\[
I_s(z, x) = \sum_{t=0}^{T} P_s(z, x, t) P_r(z, x, t) \tag{5}
\]

where \( P_s \) is the source wavefield in forward propagation, and \( P_r \) the receiver wavefield in backward propagation. The final image is given by the sum of the images of all single shots.

\[I_s(z, x) = \sum_{t=0}^{T} P_s(z, x, t) P_r(z, x, t)\]

B. RTM Host Application

The host system can be seen as a regular general-purpose computer system embedded with its own memory hierarchy and a multi-core CPU. An RTM Host Application (RTM-HA) runs on top of a GNU/Linux operating system, which provides built-in API for internal memory management and peripheral device access. The FPGA platform is seen as a hardware co-processor that receives input data and runtime parameters from the host system, processes seismic migration, and then sends back the resulting output data. There is no automatic memory coherence scheme between host and the FPGA platform. Therefore, every data transfer is explicitly handled by the user space application using the PCIe Communication Framework. The Figure 4 summarizes the general architecture emphasizing the conceptual division between the host and FPGA domains.

The PCIe communication framework includes a set of kernel modules and user space libraries on the host side, along with an embedded DMA controller on the FPGA side. It allows efficient data transfers between host and FPGA through the standard PCIe interface. The hardware implementation details are abstracted from host by using a configuration memory mapping, which points to the internal configuration registers and memory banks into a 64-bit PCIe address space, visible to user space. All data transfers are performed by the FPGA embedded DMA Controller, whose configuration is handled by an FPGA device driver on host machine (so called arriapi.ko).

The software integrates three distinct modules, each one responsible for performing an application domain: (i) data processing (pre- and post-migration); (ii) communication with the RTM FPGA IP-core; and (iii) image stacking. The data processing module includes functions for converting data from/to the target fixed-point representation and organizing data vectors into the required memory pattern of the RTM core. Internally, the RTM FPGA IP-core uses a 24-bit fixed-point numerical representation in order to achieve higher memory throughput. The RTM-HA thus converts all input data to such
representation before sending them to the device. Data vectors are also organized into the memory package model required by the core. Additionally, the output data is converted back to floating-point for a proper image display.

The communication module contains structures and functions to represent and interact with RTM FPGA IP-core. The module maps specific internal registers and memory positions into appropriate C structures that can be easily used by the main user application. It extends the Arria 10 API library including specific details of the RTM FPGA IP-core operation, such as control register addresses, status, and debug signals. Finally, the image stacking module concatenates outputs for all executed seismic shots into a single migrated image of the subsurface. Since the RTM FPGA IP-core is designed to process one shot at a time — such feature allows shot parallelization when multiple FPGA boards are available.

IV. RESULTS

In this section, experimental results for the conceived RTM algorithm hardware acceleration platform are presented. Such results were obtained using the Intel FPGA Quartus Prime Development Suite Pro Edition (v18.0), while the design itself was described using SystemVerilog-HDL language. The hardware platform is an Intel Arria 10 GX FPGA Development Kit, with a single 4 GB DDR4 external memory. The communication is performed through a standard PCIe Generation 3 connector. The system component set is composed by the RTM IP-core itself, an Avalon-MM interconnection fabric embedded with its standard components, an External DDR4 memory controller, and a PCIe controller.

In order to standardize the following results, it was necessary to define a set of design constraints regarding both the surface model and the hardware design itself. The Pluto model is a synthetic 2-D acoustic model of size 369 × 375 (N X × N Z). The Pluto model was chosen due to its larger size against other synthetic models in the literature. It is justified by the larger time and complexity of performing a functional verification over such models. By using the Pluto model for validation/debugging of the implemented design, it becomes possible to attest to the reliability of the reconfigured design for larger or even real models.

In order to provide better performance estimates and to guide the hardware synthesis flow, a set of design parameters has been defined. The main parameter is the target delay, which reflects the design maximum operation frequency. Delay/frequency are related and directly affect the performance and synthesis results (mainly used resources). In FPGA designs the maximum delay is derived from the number of Look-Up Tables (LUT) used for a given function, as well as (in some cases) the wire delay associated to the corresponding path. The target delay was set by successively reducing the clock delay from 10 ns until to obtain the lowest possible delay value in a well succeeded implementation. The timing requirements relies on the design implementation itself, as well as the FPGA device limitations in terms of device resource utilization and routability.

For an optimized memory bandwidth, the RTM IP-core uses in fixed-point numerical representation. An optimal word size for the hardware was determined empirically by comparing the outputs of a fixed-point RTM software with its 32-bit floating-point equivalent, used as reference. The goal was to determine the smallest word length with a satisfactory "migration quality" defined by a group of geophysics on our laboratory. Each comparison generated two numerical results, Signal to Noise Ratio (SNR) and Universal Image Quality Index (IQI) Satisfactory migration images were obtained when SNR values ranged between -10 and -20 dB and with IQI above 70%. Following this method, 24-bit was the smallest length that met the word size requirements.

The platform memory interface uses a 512-bit standard data bus. The Scalable Streaming Array (SSA) is the main processing core and therefore is the main resource consuming component. The SSA is therefore composed of several Pipeline Stage Modules (PSM), responsible for processing the time steps of the stencil computation. Each PSM component receives a previous time step data from the previous PSM, process it through a Processing Element (PE) component, and forwards the processed data to the next PSM. Each PSM receives a 512-bit data set from input data management unit, thus the number of internal PEs is directed related to both the memory data bus size and the data word length. Therefore, the number of PEs was specified as depicted in Equation 6.

\[ NPE = \frac{512}{24} = 21,33 \quad (6) \]

From Equation 6, one can conclude that the PSM uses 504 bits of the data memory bus. The number of PSMs within the SSA is a highly dependent parameter of both the FPGA device resources and the related timing. The project was tested on a series of synthesis runs, in order to estimate the amount of logical resources to implement the RTM Core as well as the device routing capability, by exploiting the maximum potential of the FPGA platform. Thus, it was defined that the amount of 16 or 24 PSMs corresponds to an adequate trade-off.

The platform design itself is based on the Arria 10 PCIe Gen3 x8 DMA reference design. The project includes a DMA with an Avalon-MM interface that connects to the PCIe hard IP-core. The reference design also includes Linux software drivers that set up the DMA transfer.

The Table II presents the design performance and energy efficiency results for both FPGA and GPU. The analysis also presents the results for the RTM computation on a Multi-thread environment with 16 nodes and 40 threads per node. The values presented in Table II for the Arria 10 were obtained place & route processing and static timing analysis with software parameters for timing optimization, namely Performance (High effort), after running at the hardware platform. The runtime values also include the time to transfer the data to/from the GPU/FPGA. The present analysis used the Pluto seismic model. Speedup and power measurements considered migrations of four seismic shots evenly spaced on the model surface.
The main processing core SSA can be configured to operate in three different modes: (i) direct propagation; (ii) reverse propagation; and (iii) image reconstruction. The execution time of all processing steps is determined by the size of the input matrix (NX and NZ values) and the number of iterations (NT). The results presented in Table II reflect the data obtained by means of system runtime, considering the previously highlighted configurations. The results highlight the speedup comparison of the proposed platform design against a fully serial CPU implementation and a GPU optimized model, developed in CUDA, running on a Titan XP. Such performance comparisons were made in relation to the serial model, which presented a runtime of 21,877 seconds.

The resulting operation of each PSM into the SSA processing core is equivalent to one time iteration, whether in direct or reverse propagation or in image reconstruction.

When compared to the serial implementation, speed-ups of about 112x can be achieved by using the proposed FPGA accelerated platform. Regarding the other implementation strategies the GPU is only 9% faster, while the runtime of Multi-thread MPI/OMP is about 26% lower. Although FPGA presents such performance decrease, it runs on around eight times slower frequency.

The FPGA design was synthesised for several configurations, by varying the number of PSMs – meaning the number of simultaneous interactions – and the frequency of operation. The experimental results demonstrate that, by increasing the number of PSMs, a relative speedup of about 30% can be achieved. A similar behavior is highlighted in lower frequencies. Such results also indicates that higher speedups can be achieved if the design is synthesized for more recent devices such as Intel Spartan 10 FPGA, which has twice the number of logic elements, when compared with Arria 10 devices.

Regarding two implementations with close speedup values (see Table II), namely Titan XP GPU and Arria 10 with 24 PSMs at 180 MHz, the total power measure was generated using the Watts Up Pro Portable Power Meter during the runtime of both accelerators. The energy consumption were obtained as a function of the migration time and the arithmetic average of all instantaneous samples collected on this period, as described in Equation 7, where \( T \) is migration time, \( P(i) \) is the \( i \)th power sample and \( N \) is the number of collected samples. Such analysis considered the entire server where the GPU/FPGA are hosted, using the same host for the GPU and the FPGA cards.

\[
P = \frac{T}{N} \sum_{i=1}^{N} (P(i)) \tag{7}
\]

The Titan XP GPU had a total power consumption of 36 Wh, while the Arria 10 with 24 PSMs at 180 MHz obtained only 20 Wh. So, the FPGA version is by far more energy-efficient, by consuming about 45% less power when compared to the Titan XP. Considering the speed-up per Watt as an efficiency metric, an efficiency of 5.6 Speedup/Wh can be achieved by using our accelerator solution, against 3.44 Speedup/Wh obtained by Titan XP GPU.

Design verification has been one of the most fundamental challenges of hardware design, and functional verification is the most common method of verifying FPGA-based design functionalities. The RTM-core verification environment is based in a set of Universal Verification Components (UVCs). Each design component has one UVC which emulates its functional behavior. The verification components were described using SystemVerilog-HDL and C languages, following the Universal Verification Methodology (UVM). The compilation/simulation were performed through the Mentor Questa Advanced Simulator tool (v10.6).

In order to verify the platform software interface according to the specifications, components of the FPGA accelerated platform software have been tested and validated using three distinct and complementary strategies, namely: simulation, bench tests and signal probing. In the simulation, the software components have been carried out based on hypothetical data from input files, generating output files, which were compared with expected values from a reference design.

Bench tests (involving the Arria 10 GX FPGA Development Kit), have aimed at validating functions of the communication and image stacking. Initially, memory transfers were made between the host computer and the FPGA in order to guarantee the correctness of the device driver. The bench tests resulted in the images presented in Figure 5.

![Reference and accelerated FPGA image output.](56)
Figure 5a represents the final image obtained by the software reference model using a 32-bit floating-point representation. Figure 5b is the resulting image obtained after processing the Pluto model on the FPGA accelerated platform. Finally, the signal probing tests consisted of sampling and analysis of FPGA internal test points. Such tests were conducted by using the SignalTap II tool of Intel FPGA Quartus Prime Development Suite and consisted in verify both control signals and data buses.

V. Conclusion

This paper described a heterogeneous FPGA-based accelerated platform prototype targeting the computation of the RTM algorithm on an HPC environment. Such a prototype has two separate modules: a host user application and a FPGA Accelerated Functional Unit kernel.

Hardware implementation aspects were correlated with RTM computation optimizations present in the literature, resulting in the proposed hardware/software co-design implementation. The main techniques used were the multiple stencil operator and multiple time step hardware implementation strategy as well as the Hybrid Boundary Condition methodology.

Since the proposed solution is parameterizable for different seismic synthetic models, the paper presented the main features related to configuration parameters and constraints used in this project. The paper also highlighted strategies for static temporal analysis and functional verification of hardware, as well as validation of software components. The exploration of fixed-point computation in geophysical applications on FPGA is novel. Thus, it remains possible to explore such method in other applications, such as in 3-D stencil operations.

The analysis of performance and power consumption, compared against GPU and CPU, highlights that speedups of 112x can be achieved, when compared to a Sequential CPU implementation. Although the design present lower speedup compared to GPU and CPU multi-threaded, our FPGA accelerator achieved better energy efficiency. The power consumption when compared to a GPU has been reduced up to 55% with an efficiency 60% greater.

Since the RTM FPGA IP-core is designed to process one shot at a time in one compute node, the scalability of the solution lies in the parallelization of shots when multiple FPGA boards are available in one or more compute nodes. Therefore higher scalability can be achieved by exploring temporal parallelism, by increasing the number of PSMs and consequently the number of iterations computed in parallel. Additionally spatial parallelism can also be explored by increasing the number of processing elements into each PSM, which would result in more points being calculated at the same time. Future works aims to explore the above alternatives.

REFERENCES


