
FPGA fabric is eating the world

The rise of the custom computing machines

From the eyes of Steve Casselman



What is the FABRIC?

• Fabric is the sum of all the hardware in a computing system 

• In the beginning the Fabric was simple; an ALU and some controllers

• The Fabric grew, and there were different kinds of Fabric; vector 
machine, big iron, and finally clusters 

• You can also think about the Fabric of a single device 

• In the beginning devices were simple; an ALU and some controllers 

• Then came Main Frame cores, Mini CPUs, Micro CPUs, then FPGAs 
and finally GPUs

• This talk is about the past, present and future of reconfigurable 
computers and the FPGA fabric on which they are based



• taking a high-level language

We define reconfigurable 
computing as

• compiling it to an FPGA bitstream

• and running those bitstreams one after 
another 



From my 
paper at the 
first FCCM in 

1992 
“Virtual 

Computing 
and The 
Virtual 

Computer”

The specs for a real 
reconfigurable computer

Fused arithmetic 
Single binary. The bitstream was compiled into the 

C++ binary using Hardware Object Technology 
(H.O.T.)



Why are FPGAs good for 
computing?



“The UCSD Center for Dark Silicon was among the first to demonstrate the existence of a 
utilization wall which says that with the progression of Moore's Law, the percentage of a chip 
that we can actively use within a chip's power budget is dropping exponentially! The remaining 
silicon that must be left unpowered is now referred to as Dark Silicon.”
This is also known as the breakdown of Dennard scaling!
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Compute power is spread out and 
performance comes from pipelining. 
The logic is in red and memory in blue

High speed CPU (or GPU) cores 
get very hot. So hot they fail 

http://darksilicon.org/
http://darksilicon.org/papers/papers/papers/papers/asplos_2010_ccores.pdf
http://darksilicon.org/
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Each core in a multicore processor system shares main memory with 
the other cores.  Lots of data collisions and congestion.    

Results can be used directly by the next function without going back to 
memory. Result reuse lowers memory access and therefor overall power 
usage in regards to TCO. 

Data flowing from function 
to function does not go back 
into Main Memory

F1 F2

Results from function 1 
feed directly into function 2



FPGAs, on the other hand, have 1000’s of wires coming into a logic partition 
from all directions. Data flow in FPGAs is managed through 100’s to 1000’s of 
custom connected multi-ported memories instead of a hierarchical memory 
system based on different levels of cache.
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100’s of wires

Rent’s Rule

Rent’s rule describes the relationship between the amount of logic in a partition and the 
amount of communication into that partition. FPGAs are architected based on Rent’s rule 
and CPUs and GPUs are not. The logic cores of CPUs and GPUs are connected to caches 
through which the data must pass.

1000’s of wires

1000’s of wires

1000’s of wires



The 6 waves of reconfigurable computing

• Invention of FPGA. (event)
• Ross Freeman. 



Ross Freeman started it all

• In 1984 Ross Freeman and his band of engineers created the first 
commercially successful FPGA 

• The device used memories, registers and pass transistors to create a 
homogenous array of lookup table (LUT) logic and changeable routing

• The device was based on SRAM and so could be reconfigured on 
demand

• Device support for reconfigurable computing was not there in the 
beginning. 
• A PAL was needed next to the device to make it into a reconfigurable 

computer 

• That’s what I did 



The 6 waves of reconfigurable computing

• Invention of FPGA. (event)
• Ross Freeman. 

• Invention of Reconfigurable Computing 1st company VCC (pre wave 
stealth)



Steve Casselman’s introduction to FPGAs

• In 1986 someone came into the EDA lab, spotted me and said “Casselman 
you like weird stuff, come out and talk to this new vendor with me” 

• The new vendor was Monolithic Memories Inc, which was a second source 
for Xilinx

• The new part was called a Logic Cell Array (LCA)

• This was before they had schematic capture for design entry

• I knew right away that the LCA was a new kind of processor with a weird 
programming model

• I was sure it could be programmed because “Anything you can do in 
hardware you can do in software and vice versa”



What happened when I started in 1986

• Challenger

• Halley’s Comet

• Microsoft IPO

• Chernobyl

• Iran-Contra

• Born that year
• Lady Gaga

• Lindsay Lohan



1987 SBIR 

Before the first wave



The 6 waves of reconfigurable computing

• Invention of FPGA. (event)
• Ross Freeman. 

• Invention of Reconfigurable Computing 1st company VCC (pre wave 
stealth)

• The first wave, NASA Technology Briefs, EETimes and a couple of 
conferences



My first 
patent was 

filed in 1992 
granted in 

1997

First wave



First SBIR 
technology 
of the year, 

1995

We won the first SBIR of the year



The 6 waves of reconfigurable computing

• Invention of FPGA. (event)
• Ross Freeman. 

• Invention of Reconfigurable Computing 1st company VCC (pre wave 
stealth)

• The first wave, NASA Technology Briefs, EETimes and a couple of 
conferences

• Second Wave Many conferences, 2nd wave of small businesses, early 
press



We made a deal with the 
distributor to source all the 
components for the board

We then packaged the board 
with our software, and the 
distributor stocked and sold 
all systems

In a Scientific American article 
DARPA promised to invent the 

future.

Darpa said “We will bring you the future”

In the same issue we offered 
the future for sale



High level programming languages 
come online

• Handel C
• Ian Page

• Napa Compiler
• Maya Gokhale, Jeff Arnold

• JBits
• Steve Guccione

• One of the most important projects in reconfigurable computing history

• JBits generates a bitstream, deterministically, in less than a second 



The 6 waves of reconfigurable computing

• Invention of FPGA. (event)
• Ross Freeman. 

• Invention of Reconfigurable Computing 1st company VCC (pre wave 
stealth)

• The first wave, NASA Technology Briefs, EETimes and a couple of 
conferences

• Second Wave Many conferences, 2nd wave of small businesses, early 
press

• Third wave – real money: Comm processors – end of 3rd wave small 
companies get bought up, AI inference works best on FPGA



The FPGA in the processor 
socket patent was filed in 2007

OEMed by Cray
Bought by the Australian and 
New Zealand secret services.

FPGAs deployed in a supercomputer



More high-level programming languages 
come online

• AutoESL
• Jason Cong
• Becomes the basis for Xilinx HLS

• Catapult C
• Mentor

• Impulse C
• Dave Pellerin
• I used this to get 80x on one project
• One part of the puzzle that convinced Microsoft to adopt FPGAs



Small companies that were bought or 
acquired

• Molex buys both Bittware and Nallatech

• Micron buys both Pico and Convey and 

• DRC gets acquired by its largest customer



The 6 waves of reconfigurable computing

• Invention of FPGA. (event)
• Ross Freeman. 

• Invention of Reconfigurable Computing 1st company VCC (pre wave stealth)

• The first wave, NASA Technology Briefs, EETimes and a couple of 
conferences

• Second Wave Many conferences, 2nd wave of small businesses, early press

• Third wave – real money: Comm processors – end of 3rd wave small 
companies get bought up, AI inference works best on FPGA

• Forth wave – Today: big company buy in, Super 7, Azure, AWS 4th

generation of small businesses appear 



Distributed Virtual Computer (DVC)

The DVC allowed you to build 
system of directly connected FPGAs

Round trip latency was sub 2 
microseconds a world record at the 
time. 

Microsoft now uses this in all their 
new Azure Data Center Clusters



Combine FPGA + CPU

This is Intel’s and AMD’s 
current plan



The 6 waves of reconfigurable computing

• Invention of FPGA. (event)
• Ross Freeman. 

• Invention of Reconfigurable Computing 1st company VCC (pre wave stealth)
• The first wave, NASA Technology Briefs, EETimes and a couple of 

conferences
• Second Wave Many conferences, 2nd wave of small businesses, early press
• Third wave – real money: Netezza, Comm processors – end of 3rd wave 

small companies get bought up, AI inference works best on FPGA
• Forth wave – Today: big company buy in, Super 7, Azure, AWS 4th

generation of small businesses appear 
• Fifth wave – total acceptance: FPGAs account for 20% of silicon in 

datacenter



The first 4 hits for the search
“FPGA in the data center”



More search results from page 1



More ways to program hardware

• C/C++

• OpenCL

• OpenMP

• RapidWright
• RapidWright.io is a Xilinx open-source project

• Like JBits, you have access to the Basic Element (BEL) level 

• You can stitch together precompiled operators and functions

• In seconds!

• There is a real possibility of having a Just In Time (JIT) compiler for hardware!



The 6 waves of reconfigurable computing

• Invention of FPGA. (event)
• Ross Freeman. 

• Invention of Reconfigurable Computing 1st company VCC (pre wave stealth)

• The first wave, NASA Technology Briefs, EETimes and a couple of conferences

• Second Wave Many conferences, 2nd wave of small businesses, early press

• Third wave – real money: Comm processors – end of 3rd wave small companies 
get bought up, AI inference works best on FPGA

• Forth wave – Today: big company buy in, Super 7, Azure, AWS 4th generation of 
small businesses appear 

• Fifth wave – total acceptance: FPGAs account for 20% of silicon in datacenter

• Sixth wave – total dominance: wafer scale FPGA based systems account for 50+% 
of datacenter silicon



FPGA Fabric
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16TB+ Solid State Storage

100G 
Ethernet

Router 
Memory

Multiple 
64-bit
Cores

Neutron

SwiftSwift

Neutron networking stack 
implemented directly in 
hardware.

Nova compute 
functions are mapped 
into CPU cores and 
FPGA fabric. 

High random access 
HMC services: graph, 
pointer chasing and 
content addressable 
memory applications

Nova Compute

Open Source AI on OpenStack 
AI inference is accelerated

SDI OpenStack implementation:
Nova, Neutron & Swift 
(Compute, Communication & Storage)

Software Defined Infrastructure:
Computation, Communication & Storage in one Node

AISearch

Swift storage functionally 
placed in hardware. 

Compression

CompressCompressEncrypt EncryptQueues Queues

Data/Queue ManagementEncryption

Apache Lucene running on OpenStack 
Search is accelerated by 40x

Since 2008 the vision has been to have 
computation, communication and 

storage on one node



Chiplet technology lets the fabric absorb everything

FPGA

Silicon
Quantum processor

Package 
outline

Optical 
processor

& 
interconnect 

Memory

AMD Zen module



The future as seen by a visionary 
Stacked wafers of FPGA fabric connected via fiber optics 

Manufacturing flaws are put in a purge map
A vision from 1993 that gets better every day!  



Every area of science must have a 
fundamental law

The fundamental law of FPGA fabrics is

“If a compute architecture is useful, it will be absorbed into the fabric”

Examples are:
Adders
Multipliers
Memories
High speed I/Os – PCIe, ethernet …
Processors
GPUs
Photonics, Optical computing
Quantum computing



FPGA Fabric is eating the world!

Thank you for your attention!


